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Introduction - Cloud-based LLMs have data privacy issues and latency issues with network bandwidths.
* On-device LLMs are free from the above two 1ssues but are under limited computation and memory resources.
hps/wwwlink o Valuable personal data are generated daily, and utilizing the data efficiently can make on-device LLM smarter.
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e« Knowledge Graph (KG) and Vector Database (VD) are adequate in managing and analyzing the relation of text.
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=] Research Problem: How can personal data on smartphones be utilized systematically to make LLM smarter?

Background Retrieval Augmented Knowledge Graph (KG) Vector Database (VD)

Generation (RAG) * KG represents a network of real- * Database that stores data as vectors,
* RAG harnesses external knowledge to augment world entities such as objects, events, numerical representations of data
the quality of the generated content of LLMs” situations, or concepts and 1llustrates  Data is retrieved based on similarity.
their relationship.
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Pl‘OpOSEd Appl‘OﬂCh Hybrid On-device RAG with Personal Knowledge Management using KG and VD

* Hybrid On-device RAG = 1) On-device RAG + 2) On-device Fine-tuning
* 1) On-device RAG: Merge personal data extracted by generated queries with contact-specific prompts and feed them into a LLM
 [terative and graph-based knowledge extraction (IGKE) with Personal Data Management (PDM)
* 2) On-device Fine-tuning: Integrate personal knowledge into the on-device LLM using LoRA* (or derivative-free fine-tuning.)

* Personal Data Management: Classify personal data and provide Create/Read/Update/Delete operations from KG and VD
* 1) KG data: Store exact relations of personal information as triples obtained by pre-processing various text data
* 2) VD data: Store personal data as groups for each contact using similarity of vector representation
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Experiments Setup Implementation Evaluation

 Dataset — Generated data for
various domains (Entertainment,
Business, Sports, Family, etc.)

* LLM models are compiled, loaded, and executed by * RAG and fine-tuning are implemented
MLC LLM on an Android smartphone. as modules 1n an Android application.
* KG and Fine-tuning are implemented with JNI & Java. Android Application
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https://github.com/mlc-ai/mlc-llm
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https://github.com/princeton-nlp/MeZO
https://github.com/objectbox/objectbox-java

